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The time is right!
necessary technological developments come together
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DREAM
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Neuron morphology

Particle detection in time-lapse microscopy

Neurite segmentation in 2D

Cell mitosis detection in histopathology

3D deconvolution microscopy

Cell segmentation and tracking

Single-molecule localization

Neurite segmentation in 3D

Cell mitosis detection in histopathology

Overlapping cell segmentation in cancer

Mitosis detection and cancer scoring

Gland segmentation in histopathology

Nucleus counting in multichannel micro.

Large-scale 3D neuron reconstruction

Cancer metastasis detection

Breast cancer detection

Cell atlas protein localization

Year(s) Challenge Task

A New Era
of large publicly available data and benchmarks



A New Era
Excitement surrounding bioimage informatics
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A New Era
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Lack of specialists

Efficiency

Cheaper



A New Era
General Life Science
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Deep Learning for Medical Science



Deep Learning for Medical Science

Supervised Learning
D ~ P(X,Y)       P(Y|X)

Under-supervised  Learning
D ~ P(X,Y) and P(X)           P(Y|X) or P(Z|X)

Un/self Supervised Learning
D ~ P(X)           P(X), P(Z|X), P(X|Z)

classification

regression

weakly supervised learning

semi-supervised learning

clustering

dimensionality reduction

Discriminative Models Generative Models



Deep Learning for Medical Science

Diagnosis

Prognosis Risk Estimation

Novel Biomarker
Patient Care

New Treatments
Personalized Medicine
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Opportunities

• Large amount of data is available (stored somewhere, hopefully digitized)
• High-content screening
• Digital pathology
• Radiology
• Drug discovery
• Genomics
• Clinical data
• …

• Repetitive routine tasks 

• Shortage of specialists, outsourcing diagnosis/prognosis to different countries

• Training procedure for new specialists

• Improved and/or consistent accuracy

• Efficient diagnosis process

• Interesting scientific challenges

• Private and public Investments

• Last but not least, direct impact on human lives



Challenges

• Reliability
• Interpretability
• Uncertainty

• Recall is extremely important, precision also very important 

• Public scrutiny for automated systems and AI in general

• Data standardization

• Different imaging equipment with different internal parameters and operator settings

• Multi-modal data

• Non-Euclidean data

• Bias (regional, temporal, etc.). Fair machine learning.

• Annotation cost (specialists’ time are precious/expensive)

• Ambiguous definitions → Disagreement among specialists

• Privacy Issues with data collection

• Reverse engineering networks

• Inherently noisy labels

• Deep learning is data-hungry
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Digital mammographic screening for breast 
cancer

Women invited for 

screening*
Digital mammograms 

acquired from multiple angles

Two radiologists 

review case
Discussion and 

decision

Healthy

Recall

1. Additional imaging

2. Physical exam

3. Tissue sample

Cancer diagnosis

Current screening in Sweden

*All women in Sweden between 40 and 74 are invited for screening every 18 to 24 months. 

It is estimated that mammography-based screening reduces breast 

cancer mortality by around 30%



Critical shortage of radiologists



Limitations in Computer aided detection 
(CAD)

Difficult cases result in unacceptably high FP rate



MammoAI



Optimized Workflow

Women invited for 

screening
Detectability 

estimate

Or

Cancer Risk 

Estimate

low

medium

high

and/or

Decision

Radiologist or CAD

Two radiologists review

Discussion 

& decision

MRI

One radiologist 

reviews

One specialist 

reviews

Decision

10%

30%

60%

*or cancer risk estimate. 

and/or



Massive dataset:
every mammogram in Stockholms län (2008 – 2015)

Screening: 241,149 exams

Clinical: 57,752 exams

Screening register: 

~400,000 women (entire SLL)

Cancer register: 

~9,000 women (entire SLL)

Total: ~2,400,000 images

Cancer: ~20,000 images

Total: 410 images

Cancer: 360 images

INbreast

Total: 4,067 images

Cancer: 855 images

CBIS-DDSM



Deep Learning for Mammography

Tumor Detection Network (CAD) 

and Risk Estimation
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Tumor detection

Based on state-of-the-art Inception-ResNet1 architecture

1 Szegedy, Christian, et al. "Inception-v4, inception-resnet and the impact of residual connections on

learning." arXiv preprint arXiv:1602.07261 (2016).

primary head

auxiliary head
residual connections

inception modules



Training the network

Modified the pretrained network (ImageNet) so it is fully convolutional

First, trained the network to localize tumors using existing annotated datasets 
(semi-supervised learning)

Data augmentation – generated millions of training examples from a few thousand

random crops aspect ratio rotation contrast brightness

INbreastCBIS-DDSMDream

Total: 410 images

Cancer: 360 images

Total: 4,067 images

Cancer: 855 images

Total: 500 images

Cancer: 32 images
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Risk Estimation

Method AUC Odds Ratio (95% CI)

Deep Learning Risk 64% 5.32 (2.39-9.69)

Mammographic Density Risk 57% 1.96 (1.23-3.11)

• Risk: risk of a woman developing cancer at some 
point in future

• Positive set: prior and contra-lateral mammograms

[Dembrower, Azizpour, Smith, Konuk, Strand “TRAINING A DEEP LEARNING NETWORK TO ASSESS BREAST CANCER RISK”. , CARS 2018]
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Knowledge Transfer

Data Model

Rich/large

𝐷𝑠~𝑃𝑠(𝑋, 𝑌) 𝑀𝑠 ≡ 𝑃𝑠 𝑌𝑠 𝑋 𝑜𝑟 𝑃(𝑋, 𝑌𝑠)

Data Model

small/noisy

𝐷𝑡~𝑃𝑡(𝑋, 𝑌) 𝑀𝑡 ≡ 𝑃𝑡 𝑌𝑡 𝑋 𝑜𝑟 𝑃(𝑋, 𝑌𝑡)

Knowledge

SOURCE TARGET



Transfer Learning

• when 𝑌𝑠 ≠ 𝑌𝑡 or 𝑃𝑠 𝑌𝑠 𝑋

Human detection Horse detection



Deep Transfer Learning

• Fine tuning is the most common way

[source: gluon.mxnet.io]



Deep Transfer Learning

[Azizpour et al. Factors of Transferability for a Generic ConvNet Representation, PAMI 2016]



Deep Transfer Learning
Width vs Depth

[Azizpour et al. Factors of Transferability for a Generic ConvNet Representation, PAMI 2016]



Deep Transfer Learning
Which Layer?

[Azizpour et al. Factors of Transferability for a Generic ConvNet Representation, PAMI 2016]



Deep Transfer Learning
Multiple Representations

[Azizpour et al. Factors of Transferability for a Generic ConvNet Representation, PAMI 2016]



Deep Transfer Learning
Diversity vs Density

[Azizpour et al. Factors of Transferability for a Generic ConvNet Representation, PAMI 2016]



Deep Transfer Learning
Optimizing Transferability Factors are Important!

[Azizpour et al. Factors of Transferability for a Generic ConvNet Representation, PAMI 2016]



Domain Adaptation

• when 𝑃𝑠(𝑋) ≠ 𝑃𝑡(𝑋)



Domain Adaptation

DDSM INBREAST DREAM



Domain Adaptation

There is usually the assumption that samples drawn from 𝑃𝑠(𝑋) have a 
corresponding sample in 𝑃𝑡(𝑋).

- Supervised Domain Adaptation 

- Unsupervised Domain Adaptation

- Directly adapting the model parameters  [Rozantsev et al. 2017]

- Learning a common embedding space [Ganin et al 2015, 2016]

- Adapting in the input domain [Bousmalis et al. 2016 Liu et al 2017]



Domain Adaptation

[Ganin et al. Domain-adversarial training of neural networks, JMLR 2016]



Domain Adaptation

[Liu et al. Unsupervised Image-to-Image Translation Networks, NIPS 2017]



Domain Adaptation

[Tao Wang, Adapting multiple datasets for better mammography tumor detection, KTH 2018]



Domain Adaptation

[Tao Wang, Adapting multiple datasets for better mammography tumor detection, KTH 2018]



Domain Adaptation

[Tao Wang, Adapting multiple datasets for better mammography tumor detection, KTH 2018]
[Ronneberger et al. “U-Net: Convolutional Networks for Biomedical Image Segmentation” MICCAI 2015

]

𝐿𝑠𝑒𝑔
𝑖



Domain Adaptation 
INBreastCBIS CBIS→INBreast INBreast→CBIS

[Tao Wang, Adapting multiple datasets for better mammography tumor detection, KTH 2018]



Domain Adaptation 

[Tao Wang, Adapting multiple datasets for better mammography tumor detection, KTH 2018]



Domain Adaptation 
Synthetic-to-Real Adaptation

[Bujwid, Marti, Azizpour, Pieropan, “GANtruth – an unpaired image-to-image translation
method for driving scenarios”, NeurIPS MLIT workshop 2018]
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Domain Adaptation 
Synthetic-to-Real Adaptation

[Bujwid, Marti, Azizpour, Pieropan, “GANtruth – an unpaired image-to-image translation
method for driving scenarios”, NeurIPS MLIT workshop 2018]
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Why do we care about uncertainty?

Sources

Risk 
associated 

with certain 
decisions

Model 
Pathology

Exploration/
Exploitation

Active 
Learning

And many more…

Forecasting
Non-

Stationary 
Environment

Applications

Small 
Dataset

Covariate 
shift

Model Uncertainty

Noisy 
measureme

nts

Incomplete 
input

Input Uncertainty



What do we mean by modelling uncertainty?
A regression example

point estimate ො𝑦

𝑦 ∈ R

𝑓𝜃 𝑥 ∈ R𝑑 × R

𝑦 ∈ R𝑥 ∈ R𝑑

Multi-modal distributions!



Bayesian Modeling 
for epistemic uncertainty

𝑃 𝑦 𝑥, 𝐷 = න𝑃 𝑦 𝑥, 𝐷, 𝜃 𝑃 𝜃 𝐷 𝑑𝜃

𝑃 𝜃 𝐷 =
𝑃 𝐷 𝜃 𝑃(𝜃)

𝑃(𝐷)



Uncertainty with Deep Networks

- Directly output probability distributions [Le et al. 2005, Huang et al. 2016, Kendall&Gal 2017]

- Place distribution over model parameters [Denker&LeCun 1991, Neal 1995] 

- Variational Approximation [Hinton&Camp 1993, Graves 2011, Blundell et al. 2015]

- Expectation Propagation [Jylanki et al. 2014, Soudry et al. 2014]

- Probabilistic Backpropagation [Rezenede et al. 2014, Lobato&Adams 2015]

- ….

These approaches require redesigning the architecture and training procedure 
and are usually computationally expensive to train



Uncertainty with Deep Networks
No change in the training procedure

• Monte Carlo Dropout [Gal&Ghahramani 2016]

• Batch Normalization Dropout [Azizpour, Teye, Smith 2018]

• Frequentist Uncertainty [Lakshminarayanan 2017]

• Other approaches (e.g. entropy of the softmax distribution)



Stochastic Regularization as VI

Stochastic 
Regularization 

Techniques (SRT)

as approximate 
Bayesian inference

[Gal&Ghahramani, Dropout as a Bayesian Approximation: Representing Model Uncertainty in Deep Learning , JMLR 2016]



DropOut

𝜃𝑖 = ቊ
𝑤𝑖 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏 𝑝
0 𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏 1 − 𝑝

[Gal&Ghahramani, Dropout as a Bayesian Approximation: Representing Model Uncertainty in Deep Learning , JMLR 2016]



Batch Normalization

[Teye, Azizpour, Smith, “Bayesian Uncertainty Estimation For Batch Normalized Deep Networks” arXiv 2018]

𝑤𝑖 =
𝑤𝑖 − 𝜇𝐵
𝜎𝐵

mini-batch 
statistics



Toy Dataset

[Teye, Azizpour, Smith, “Bayesian Uncertainty Estimation For Batch Normalized Deep Networks” arXiv 2018]



Quantitative Results
Regression - Normalized Measure



𝑖=1

𝑁

log𝑃(ෝ𝑦𝑖 = 𝑦𝑖) Lower bound variance: 𝜏−1 Upper bound variance: 𝜎∗

[Teye, Azizpour, Smith, “Bayesian Uncertainty Estimation For Batch Normalized Deep Networks” arXiv 2018]



Quantitative Results
Classification - CIFAR



𝑖=1

𝑁

log𝑃(ෝ𝑦𝑖 = 𝑦𝑖)

[Teye, Azizpour, Smith, “Bayesian Uncertainty Estimation For Batch Normalized Deep Networks” arXiv 2018]

Baseline (standard network with dataset-average BN): -0.32



Qualitative Results
Error plot

[Teye, Azizpour, Smith, “Bayesian Uncertainty Estimation For Batch Normalized Deep Networks” arXiv 2018]



Qualitative Results
Semantic Segmentation - CamVid

[Teye, Azizpour, Smith, “Bayesian Uncertainty Estimation For Batch Normalized Deep Networks” arXiv 2018]



Qualitative Results
Semantic Segmentation – Pascal VOC

[Teye, Azizpour, Smith, “Bayesian Uncertainty Estimation For Batch Normalized Deep Networks” arXiv 2018]



Qualitative Results
Semantic Segmentation – Pascal VOC

[Teye, Azizpour, Smith, “Bayesian Uncertainty Estimation For Batch Normalized Deep Networks” arXiv 2018]



Simple Recipe

➢ Take any pretrained network with batch normalization and/or 

dropout layers

➢ Calculate constant observation noise on training/validation set, call 

it 𝜏−1

➢ At test time, sample different batches and/or dropout masks, get the 

predictions set

➢ Calculate the mean and standard deviation of the predictions, 𝜇, 𝜎
➢ The new point estimate of our prediction is:    𝜇
➢ The associated uncertainty to it is: 𝜏−1+𝜎2

[Teye, Azizpour, Smith, “Bayesian Uncertainty Estimation For Batch Normalized Deep Networks” arXiv 2018]



Conclusion

• Positive points
• Standard training

• Simple algorithm

• Vast applicability

• Negative points
• Lots of assumptions

• Under/over estimating the uncertainty

• Considerable computation at test time

[Teye, Azizpour, Smith, “Bayesian Uncertainty Estimation For Batch Normalized Deep Networks” arXiv 2018]
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Future Directions

• Geometric Deep Learning
• Side information (clinical information) as well as privileged information
• In a general scale: Multi-modal learning (unformatted textual description, 

images, clinical information, sequencing data)
• Probabilistic Uncertainty
• Weakly supervised learning (finding patterns that specialists are not aware 

of) new biomarkers, would make big leaps in life science
• Causality
• With missing data
• Encrypted networks
• Learning with noisy labels



Questions


